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Abstract

Detailed experimental results are presented concerning the e�ects of vortex structures on the solid
particle dispersion process in a plane wake. Previous numerical results have indicated that vortex
structures in plane wakes can disperse intermediate Stokes number particles into highly organized
patterns. The cross stream spatial dispersion values associated with these particles were computed to be
several times greater than that associated with ¯uid elements. The major objective of this study was to
obtain direct experimental results concerning the time dependent particle dispersion process in a plane
wake. The experimental approach used in this work primarily involves laser sheet pulsed imaging of
glass bead particles in a wake downstream of a blunt trailing edge. Two sizes of glass beads with
nominal diameters of 10 and 30 mm were used as particles in an air ¯ow. The associated Stokes numbers
of the particles were 0.15 and 1.4. Digital image analysis techniques were employed to identify and
determine particle locations and velocities. The results demonstrate that particle dispersion in plane
wakes can produce highly organized patterns of particle concentrations. The particles at intermediate
Stokes number are focused into sheet-like regions near the boundaries of the large scale vortex
structures. In addition the spatial dispersion of the intermediate Stokes number particles was much
larger than the smaller Stokes number particles. These experimental results strongly support previous
numerical simulation ®ndings. 7 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction

A substantial amount of experimental and numerical evidence is presently available
concerning the importance of vortex structures in the dispersion of solid particles in two types
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of free shear ¯ows, plane mixing layers and axisymmetric jets. Particle dispersion by vortex
structures in plane mixing layers has been investigated both experimentally and numerically by
Wen et al. (1992) and experimentally by Lazaro and Lasheras (1989, 1992a, 1992b); particle
dispersion in axisymmetric jets has been investigated numerically by Chung and Troutt (1988)
and experimentally by Longmire and Eaton (1992). Reviews concerning these results and other
investigations can be found in Crowe et al. (1988, 1993, 1995). For both mixing layers and
axisymmetric jets (upstream of the end of the potential core region) the large scale vortex
dynamics are dominated by pairing interactions between vortex structures of the same sign.
However, for a third class of basic free shear ¯ows, plane wakes, large scale vortex pairings are
much less a characteristic feature since the ¯ow is typically composed of an alternating
arrangement of opposite sign vortex structures (Huerre and Monkewitz, 1990). It is therefore
quite plausible that the particle dispersion character in wake ¯ows may be signi®cantly
di�erent from that observed in mixing layers and jets. A recent two-dimensional (2D)
numerical simulation by Tang et al. (1992) does indeed indicate that the dispersion of particles
in a plane wake may even be more organized for intermediate Stokes number particles than
that observed previously in mixing layers and axisymmetric jets.
The global in¯uence of vortex structures on the particle dispersion process for situations

where the material density of the particles is high compared to the ¯uid density, the particle
diameters are small compared to the ¯ow length scales and the particle Reynolds numbers are
small is for many typical applications primarily dependent on the particle Stokes number. This
result is not surprising since the general small particle motion equation developed by Maxey
and Riley (1983) may be reasonably approximated by a simple Stokes drag relation under
these restrictions (see also Chung and Troutt, 1988). Speci®cally the applicable non-
dimensional particle motion equation, including gravitational e�ects, becomes

d ~Vp

dt
� f

St

�
~Vÿ ~Vp

�
� ĝ

Fr

where ~Vp is the non-dimensional particle velocity, ~V is the non-dimensional ¯ow velocity, t is
the non-dimensional time, ĝ is a unit vector in the direction of the gravitational acceleration,
St is the Stokes number, Fr is the Froude number and f is a factor for modifying the Stokes
drag over a range of Reynolds numbers. From experimental results f can be approximated by
f � 1� 0:15Re2=3p where Rep is the particle Reynolds number based on the relative velocity
magnitude j ~Vÿ ~Vpj and particle diameter. This relation is applicable for Rep < 1000: The
Stokes number in this relation is de®ned as ta=tf where ta is the particle aerodynamic response
time and tf is a characteristic time associated with the large scale ¯ow structures. The particle
aerodynamic response time is de®ned as ta� rpd

2
p

18m , where rp is the particle material density, dp is
the particle diameter, and m is the ¯uid viscosity. The characteristic ¯ow time is obtained from
a ¯ow length scale, L, divided by a characteristic velocity U0: The Froude number is de®ned as
U 2

0=gL where g is the gravitational acceleration. For terrestrial ¯ows with relatively high
characteristic velocities the reciprocal Froude number term is small and typically neglected.
This leaves only the Stokes drag term on the right side of the particle motion equation. The

reasonableness of this approximation is however strictly dependent on the relative values of the
Stokes number and the Froude number. For relatively large Stokes number particles
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gravitational e�ects cannot be neglected. The importance of the Stokes number in the particle
dispersion process in free shear layers has been discussed previously (Crowe et al., 1988, 1993,
1995). Particularly interesting has been the behavior of particles at intermediate Stokes
numbers which may produce dispersion rates much greater than ¯uid tracer elements. The
particle dispersion patterns at these Stokes numbers may also exhibit a remarkable degree of
organization.
One of the most striking examples concerning the self-organization of intermediate Stokes

number particles, as mentioned previously, was recently observed in a numerical simulation of
a plane wake ¯ow (Tang et al., 1992). This 2D discrete vortex simulation of the dispersion
process in a plane wake produced by a thick trailing edge shows that particles with Stokes
numbers near unity are focused into extremely thin regions near the outer edges of the vortex
structures. (The Stokes number for the wake ¯ow particles is based on a ¯uid time scale
involving the blu� body half thickness and the free stream velocity). The counter rotating large
scale vortices produced by the plane wake tend to inhibit the vortex pairing process. The stable
arrangement of the counter rotating vortices is apparently an important factor for producing
the high degree of organization observed in the wake ¯ow particle dispersion patterns at
intermediate Stokes numbers.
The major objective of the investigation discussed here is to provide independent qualitative

and quantitative experimental data concerning plane wake particle dispersion. The experiments
are limited to solid particles at intermediate and small Stokes number conditions, since
gravitational e�ects become dominant for particles with large Stokes numbers. However, the
results do show substantial di�erences in the dispersion patterns between the small and
intermediate Stokes number particles.

2. Experimental facilities and techniques

An open return wind tunnel facility with a cross section of 46� 61 cm and of length 198 cm
was used for the experiments described here. Details concerning this facility are described by
Wen et al. (1992). The mean ¯ow uniformity produced by this wind tunnel is within 21.0%
with free stream turbulence intensity levels of order 0.1%. A square end splitter plate with a
trailing edge thickness of 31.5 mm was used to produce the investigated wake ¯ow. The free
stream velocity for the wake experiments was nominally 3.3 m/s. The trailing edge boundary
layers on the splitter plate were laminar with a momentum thickness of approximately 1 mm.
Fig. 1 shows a schematic of the test section arrangements.
To control the phase of the wake vortex shedding process a high power low frequency

loudspeaker system driven by a Hewlett Packard 201c audio oscillator and 50 W Dynaco
audio ampli®er was employed. The e�ective frequency range of the loudspeaker system was
20±200 Hz. Nominal sound pressure levels of 90±92 dB were produced by this system at the
plate trailing edge under typical forcing conditions. The loudspeaker was located on the top
wall of the test facility directly above the trailing edge of the square end splitter plate.
Acoustic forcing techniques typically couple with low speed ¯ows most e�ectively in the

generation region of the free shear ¯ow near the trailing edge of the blu� body. Crighton
(1981) article discusses the acoustic coupling process with free shear ¯ows in detail. Acoustic
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forcing techniques of this type are commonly used to control the initiation and later
development of large scale structures in free shear layers (Ho and Huerre, 1984). These
techniques may be most e�ective for controlling free shear ¯ows which are of the convective
instability type such as plane mixing layers. Wakes from blu� bodies (with large ratios of blu�
body thickness to trailing edge boundary layer thickness), however, may produce absolute type
instabilities (Huerre and Monkewitz, 1990; Yang et al., 1992) which may be less susceptible to
controlled forcing. Huerre and Monkewitz (1990) give an extensive review concerning the
characteristics of absolute and convective instabilities in various ¯ows. It was found, however,
in this experimental wake ¯ow that some degree of control of the vortex shedding phase and
frequency could be accomplished using acoustic forcing techniques. This ®nding is similar to
that observed by Lotfy and Rockwell (1993) in their oscillating trailing wake experiments.
The particles used in the dispersion experiments were solid glass beads of density 2.4 g/cm3.

Particles with nominal diameters of 10 and 30 mm with 220% standard deviation in diameter
were used for the dispersion experiments. The two nominal particle sizes have associated
Stokes number based on the free stream velocity and the half width of the plate trailing edge
of 0.15244% and 1.4244%. The glass bead particles were injected into the wake ¯ow from
the centerline of the base of the plate trailing edge through a 3.175 mm diameter hole. The
particle injection rates were kept at a low value of.08 g/s to reduce the possibility of signi®cant
coupling e�ects on the ¯ow from the presence of the particles. The particles were supplied to
the trailing edge ori®ce from a ¯uidized bed particle supply system described by Wen et al.
(1992). The particles were injected at a downstream velocity of approximately 0.5 m/s. This
particle velocity matches closely the measured time average air velocity at x=s � 0:4 on the

Fig. 1. Schematic of test facility.
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wake centerline. This particle injection velocity therefore insures that the particles will be
initially in dynamic equilibrium with the mean air ¯ow.
In addition to the solid particle dispersion experiments smoke streaklines generated by a

smoke wire technique (Corke et al., 1977) were used to visualize the instantaneous ¯ow®eld.
The smoke particles generated from the smoke-wire technique are estimated to be of the order
of 1 mm or less in diameter which gives an approximate particle Stokes number of the order of
10ÿ3. Particles at this Stokes number should be expected to closely approximate neutral ¯ow
tracers (Crowe et al., 1988).
The primary particle dispersion measurement approach in this research employed

visualization techniques to acquire instantaneous photographic images of the dispersion
patterns. The images were analyzed using digital techniques to identify, locate and count
particles. Computerized numerical and graphical techniques could then be employed to
quantify and display the results. This general approach has previously been successfully applied
to investigate the particle dispersion process in an axisymmetric jet by Longmire and Eaton
(1992).
Illumination of the glass bead particles was obtained using a 20 W pulsed copper-vapor

laser. The laser beam under normal operating conditions pulsed at 6000 Hz. The laser light
beam was converted from a 20 mm diameter circular cross section to an approximately 2 mm
thick sheet over the two-phase ¯ow region of interest with an optical system employing a 2 m
focal length convex spherical lens and a 300 mm focal length convex cylindrical lens. These
lenses produce a light sheet parallel to the streamwise direction (x dimension), which is
gradually diverging in cross stream width ( y dimension) while gradually converging then
diverging in spanwise thickness (z dimension) over the measurement region. The optical
arrangement for the laser light sheet is shown in Fig. 2. In addition to the laser sheet light
experiments a bank of 4 high voltage ¯ash units were used to provide illumination for the
smoke wire ¯ow visualization experiments. The duration of each laser pulse for the copper
vapor laser is of the order of 30 ns. The exposure time for the high voltage ¯ash units was
approximately 0.1 ms. The photographic images were acquired with an electronic motor driven
35 mm camera.
To obtain images illuminated by a designated number of laser pulses at a particular phase in

the vortex shedding process, the laser and the camera shutter operation must be synchronized
through the use of an electronic controller which is also capable of monitoring a reference
signal associated with the state of the ¯ow ®eld. This rather exacting set of requirements was
successfully accomplished using a micro-computer based system with associated A/D converter,
timing controller and triggering circuit. A schematic of the digital control system and
associated electronics is shown in Fig. 3. Details concerning the timing sequencing software
and hardware and the operation of this system can be found in Yang (1993).
Single pulse photographs obtained at selected phases of the forcing signal were then

developed and printed on 8 � 10 photographic sheets. These printed photographs were
transformed into digital images by a HP Scanjet IIC scanner interfaced with a NeXT
microcomputer with a linear spatial resolution of 7 pixel lengths per mm. Software was then
employed to convert the gray scale images into binary images, (all pixels either on or o�). The
centroid, area and moment of inertia of each digital object associated with a contiguous group
of `on' pixels was computed to determine the number of particles in an object according to
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speci®c criteria in a fashion similar to that discussed by Longmire and Eaton (1992). Because
of di�raction e�ects, a typical particle image would cover an area of the order of 10 square
pixels. The particle number and centroid of each object were used to construct a 2D particle
number density map. Square cells of 8 � 8 pixels were employed to set up the grid system for
the number density map. The particle number assigned to each of the grid points encompassing

Fig. 2. Optical arrangement for laser sheet ¯ow visualization.

Y. Yang et al. / International Journal of Multiphase Flow 26 (2000) 1583±16071588



an object was apportioned according to the position of the object centroid with respect to the
nearest grid points. The number density maps were then normalized by the total number of
particles counted. A typical particle map involves several thousand particles covering a
rectangular experimental spatial area of approximately 5 � 10 cm. Additional details
concerning the digital image processing techniques can be found in Yang (1993).
The velocities of individual particles were measured using particle tracking techniques.

Closely spaced multiple particle images were obtained with illumination from controlled laser
pulses. Photographs with six sequential laser pulses were processed by digital image analysis
software to determine the approximate particle velocities by measuring the displacement of
particle images during the elapsed time (160 ms) between pulses. The computations for the
particle number density and the particle velocity measurements were carried out on a Dec5000
workstation. Details concerning the software developed are discussed in Yang (1993).
The single phase air velocity was measured using a calibrated single-wire Dantec P11 hot-

wire probe mounted with the wire aligned in the spanwise direction. A Dantec 5613 constant
temperature anemometer was used to acquire the signals. The output from the anemometer
was then ®ltered and digitized following standard data acquisition techniques (details can be
found in Yang (1993)). The hot-wire response is assumed to be primarily related to the

Fig. 3. Schematic of the digital control system.
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streamwise velocity component for all measurements presented in this paper. However, some
measurements from the region immediately downstream of the blu� body �x=s � 0:4� were
omitted because the high turbulence levels encountered there might a�ect hot-wire accuracy.

3. Experimental results

3.1. Wake ¯ow

Time averaged velocity defect pro®les of the wake ¯ow at downstream positions x/s of 0.4, 8
and 12 (where s is the half width of the plate trailing edge) are shown in Fig. 4 for a free
stream velocity U1 of 3.3 m/s. The associated Reynolds number is 6500 based on the trailing
edge thickness and free stream velocity. The velocity measurements are presented in non-
dimensional form as ~U � �U1 ÿU �=�U1 ÿUcl� where U is the local mean velocity and Ucl is
the mean velocity at the center of the wake. An experimental curve ®t obtained by Wygnanski
et al. (1986) for the self-similar far wake ¯ow given by

~U � exp
ÿ
ÿ 0:637Z2 ÿ 0:056Z4

�
where, Z is the cross-stream coordinate normalized by the wake half width is also shown on the
same graph. Estimated errors associated with individual dimensional velocity measurements are
of the order of22% of the free stream velocity. Uncertainties associated with ~U are somewhat
larger since this quantity involves velocity di�erences.
The results from the mean velocity measurements demonstrate a typical near wake ¯ow

development. An initial approximately square cornered velocity defect pro®le relatively quickly
develops into a more rounded wake pro®le by x=s � 8:0, and continues to change towards the
self-similar pro®le of a far wake with downstream position.

Fig. 4. Time averaged streamwise velocity defect pro®les.
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Time averaged downstream turbulence intensity levels are shown in Fig. 5 for positions
x=s � 0:4, 8 and 12. The levels of turbulence intensity at x=s � 0:4 are quite high relative to
nominal levels in turbulent free shear ¯ows. These high levels of turbulence intensity are
commonly observed in recirculating separation regions near the downstream edge of blu�
bodies. As discussed in previous reported investigations concerning single sensor hot-wire
measurements in separated ¯ows (Troutt et al., 1984), turbulence intensity levels above 35%
are probably somewhat inaccurate. This is produced by the inability of the single-sensor hot-
wire to distinguish between positive and negative ¯ow ¯uctuations in the downstream direction.
We have therefore omitted measured hot-wire results from the central wake region at x=s �
0:4: Maximum turbulence intensity levels near the center line of the wake at downstream
positions of x=s � 8 and 12 are in 15±20% range which are typical of plane wake ¯ows
(Wygnanski et al., 1986). The turbulence intensity pro®les also exhibit a typical bimodal
character indicative of the cross-stream spatial separation between opposite sign vortex streets
produced by each side of the splitter plate (Wygnanski et al., 1986).
Typical photographic images of instantaneous streaklines from the non-forced and forced

wake ¯ow obtained from the di�use light smoke wire visualization technique are shown in
Fig. 6. The organized large scale vortex structures of alternating sign produced by the wake are
quite obvious in these streakline visualizations. In addition, the forcing appears to have little
e�ect on the large scale structures. Hot-wire velocity results involving mean ¯ow, turbulence
intensity levels, and spectral measurements also support this lack of signi®cant e�ect of the

Fig. 5. Time averaged streamwise turbulence intensity pro®les.
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acoustic forcing on the character of the large scale ¯ow structures and the time average ¯ow
®eld (Yang, 1993). The spatial extent of this photograph covers the initial region of the wake
development �0 < x

s < 11, ÿ3 < y
s < �3�, where x is the downstream position from the plate

trailing edge and y is the cross-stream position measured from the wake centerline. The forcing
frequency was selected to correspond to the naturally occurring vortex shedding frequency. The
vortex shedding frequency was measured by hot-wire anemometry to be at a Strouhal number
of 0.26 based on trailing edge thickness and free stream velocity.

Fig. 6. Typical instantaneous streakline patterns of near wake ¯ow: (a) nonforced, (b) forced at natural vortex

shedding frequency �St � 0:26).
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To determine whether external forcing could provide an e�ective phase lock to the vortex
shedding processes, phase average streamwise velocity measurements were carried out. The
phase average velocities were obtained by averaging values at selected phases, f, which are
each separated by increments of 108 based on the period of the acoustic forcing signal. Each
selected phase result was then averaged over 1000 samples. The phase average results are
presented as a normalized velocity, U �, de®ned as:

U � � U1 ÿ hUi
U1

where hUi is the phase average velocity. Fig. 7 shows the phase average velocity results
obtained from x=s � 12 at various cross-stream positions. Fig. 7(a) shows results from near the
central region of the wake where the large scale vortices have oscillations that are sinuous in
nature with a period identical to the forcing signal. In addition the oscillations at y=s �21 are
1808 out of phase with each other demonstrating the alternating character of the vortices on

Fig. 7. Phase average streamwise velocity defect, U �, as a function of phase, f, at various cross stream positions
obtained at x=s � 12: (a) y=s � 0,21, (b) y=s �22,23,24.
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each side of the wake. The amplitude of the oscillation in U � decreases somewhat at the center
of the wake, probably because vortices of di�erent signs from both sides of the wake are
in¯uencing the velocity levels. The oscillation amplitude of U � also decreases steadily with
cross stream distance away from the center of the vortices as shown in Fig. 7(b) for
measurements from y=s �22, 23, 24. These results demonstrate that forcing at the natural
vortex shedding frequency creates a signi®cant degree of phase locking in the vortex shedding
process.
Phase average velocity defect pro®les obtained at x=s � 8 at selected phases are shown in

Fig. 8(a). The results show a shifting of the maximum velocity defect from negative to positive
values of y/s as the phase is shifted through more than a half period of the forcing signal. The
maximum velocity defect position is strongly a�ected by the presence of the large scale vortices
and the phase averaging at selected phases is apparently capable of locking onto the upper or
lower vortex presence. Pro®les of the phase average velocity defect at x/s = 12 are shown in
Fig. 8(b) at three relative phases. The pro®les demonstrate a character similar to the x=s � 8
pro®les with the velocity defect peak shifting from below the wake centerline to above the

Fig. 8. Phase average streamwise velocity defect pro®les (a) x=s � 8, (b) x=s � 12:
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Fig. 9. Contour plot of phase average streamwise velocity defect (a) x=s � 8, (b) x=s � 12:
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centerline with changes in phase angle. The maximum values of phase averaged velocity defect
are about twice that of the time average velocity defect.
Contour plots of phase average U � measurements at x=s � 8 and 12 are presented in Fig. 9.

These plots demonstrate the alternating peak nature of the velocity defect regions associated
with convecting vortex structures.
A three-dimensional (3D) view x=s � 12 of the cross-stream gradient of the velocity �@U �@Z �,

which is associated with the spanwise vorticity, is shown in Fig. 10. A de®nite trend appears
with positive values of @U �

@Z , indicating levels of spanwise (z ) vorticity dominating at positive
values of y/s. Similarly, negative values of @U �

@Z , indicating negative vorticity, tend to dominate
at negative values of y/s. More extensive techniques for visualizing and identifying 3D vortex
structures can be found in Soria and Cantwell (1994).

3.2. Flow and particle visualization studies

Instantaneous particle dispersion images obtained from laser sheet illumination for three
selected relative phase angles are shown in Figs. 11 and 12 for the nominal St � 0:15 particles.
To improve resolution levels the photographs cover a limited downstream spatial region
�5Rx=sR14; ÿ 3:5Ry=sR3:5�: For every selected phase angle the particle concentration or
number density levels for these relatively small particles appear to take on maximum values
within the central region of the vortex structures.
Instantaneous particle dispersion images at the three selected phase angles for the nominal

St � 1:4 particles are shown in Fig. 13. The images obtained from these larger particles display
a signi®cantly di�erent pattern from those observed with the smaller particles. The larger

Fig. 10. Perspective view of the 3D phase average streamwise velocity gradient @U �
@ Z pro®les at x=s � 12:
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Fig. 11. Instantaneous planar (x±y ) dispersion patterns of 10 mm particles at three sequential phase angles. (a)
f1 � 08248, (b) f2 � 1408248, (c) f3 � 2208248:
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Fig. 12. Instantaneous planar (x±y ) dispersion pattern of 30 mm particles at three sequential phase angles. (a)

f1 � 08248, (b) f2 � 1408248, (c) f3 � 2208248:
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Fig. 13. Instantaneous number density maps of 10 mm particles at three sequential phase angles. St � 0:15: (a)
f1 � 08248, (b) f2 � 1408248, (c) f3 � 2208248:
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particles congregate densely in thin bands near the outer boundaries of the vortex structures.
The general features of the dispersion patterns from both the small and intermediate Stokes
number particles appear to be in close general agreement with previous numerical simulation
results (Tang et al., 1992). Direct comparisons with numerical particle dispersion results are
shown later.
Particle concentration or number density maps were obtained from the instantaneous phase

locked images using image analysis techniques. The results for the Stokes number 0.15 particles
are shown in Fig. 13. The particle concentration levels are divided into four gray scales with
each gray scale representing a two-fold increase in concentration. In general particle
concentration levels are highest near the central regions of the vortex structures, however, local
banded concentration regions within the structures are also apparent. High particle
concentration regions are also apparent in bands connecting the large scale structures. These
banded concentration regions were also observed for small Stokes number particles in previous
numerical simulation studies (Tang et al., 1992).
Concentration maps for the St � 1:4 particles at three selected phase angles are shown in

Fig. 14. For the larger particles the maps quantify the high levels of particle concentration near
the outer boundary regions of the large scale vortex structures and the extremely low
concentration levels throughout the central region of the structures. This experimental result is
in close agreement with previous numerical simulation studies (Tang et al., 1992). In addition,
particle accumulation in the rib or saddle region between the adjoining vortex structures are
also apparent.
Typical multiple exposure images of the particles used for obtaining particle velocity

information are shown in Fig. 15 for both particle sizes. Six consecutive laser pulses were
employed for each image. Each laser pulse was separated in time by 1/6000 a second for
optimal velocity resolution and particle identi®cation. Only those particles with clearly
distinguishable consecutive images were used for the velocity computations. All other particle
streaks that were incomplete or not clearly recognizable were discarded.
Particle velocities derived from the multiple exposure images are shown in Fig. 16 at two

selected phase angles for the St � 0:15 particles. The free stream velocity has been numerically
subtracted from the computed particle velocity to more clearly illustrate the particle motion
associated with the vortex structures. Near the central region of the vortex structures the small
particles tend to acquire velocity vectors which are aligned approximately along an azimuthal
coordinate centered on the vortex structures. The direction of the azimuthal particle
trajectories changes from clockwise to counterclockwise with each sequential vortex structure.
The magnitude of the particle velocities also tends to decrease as distance from the vortex
centers increase, demonstrating that as the particles move away from the vortex centers they
approach dynamic equilibrium with the velocity of the free stream air.
Particle velocities derived from the images for the St � 1:4 particles are shown in Fig. 17 at

two selected phase angles. The velocity vectors for these larger particles do not, in general,
map out closed circular patterns. Rather the particle velocity vectors in the immediate vicinity
of the vortex cores in this case tend to have signi®cant radial components. This e�ect can be
seen most clearly by comparing particle velocity vectors from the di�erent size particles in
selected regions.
For the phase f1 result a region near y=s � �1 and x=s � 12:5 shows signi®cantly more
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Fig. 14. Instantaneous number density maps of 30 mm particles at three sequential phase angles. St � 1:4: (a)

f1 � 08248, (b) f2 � 1408248, (c) f3 � 2208248:
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cross stream ( y ) velocity component for the larger particles. For the phase f2 result a region
near x=s � 8 and y=s � �2 also shows this e�ect. This additional cross stream or radial
component produces particle streamlines with an outward spiral character near the vortex
cores. Beyond the outer boundaries of the vortices the larger particles also approach dynamic
equilibrium with the velocity of the free stream. The net result of this particle movement is the
preferential accumulation of the larger particles near the outer boundaries of the vortex
structures and in regions between adjoining structures.
A direct quantitative comparison of the experimental results with previous numerical

simulation results (Tang et al., 1992) can be obtained by computing the crosstream particle
dispersion measure de®ned as D � �1=N ��PN

1 �yiÿyi0�2�1=2 for the two Stokes number particles,
where N is the total number of particles considered, yi0 is the ith particle's initial y position
and yi is the ith particle's present y position. For this computation all particles were assumed
to initiate from the wake centerline. Tang et al. (1992) previous numerical results of the
particle dispersion measure were presented as normalized by the dispersion of ¯uid tracer

Fig. 15. Multiple-exposure images for particle velocity measurements. (a) 10 mm particles, (b) 30 mm articles.
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Fig. 16. Instantaneous particle velocity maps of 10 mm particles at two phase angles. (a) f1 � 08248, (b)
f2 � 1408248:
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Fig. 17. Instantaneous particle velocity maps of 30 mm particles at two phase angles. (a) f1 � 08248, (b)
f2 � 1408248:
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particles of vanishingly small Stokes number. The experimental results can be compared to the
numerical results by computing the ratio of the dispersion values of the large Stokes number
particles to the dispersion values of the small Stokes number particles. The dispersion ratios
were then computed over an ensemble of realizations at each of the selected phases and ®nally
an average over all phase results was computed.
The experimental particle dispersion ratio results from each phase average and the overall

averaged results are shown in Table 1 as well as dispersion ratio results from a previous plane
wake numerical simulation (Tang et al., 1992). The numerical result range was obtained by
evaluating the simulated dispersion results over the range of particle Stokes numbers involved
in the experiment. The higher value in the numerical range shown in the table was obtained
from the simulated results by dividing the particle dispersion at St � 1:4� 44% with the
dispersion at St � 0:15ÿ 44%: The lower value was obtained by dividing the particle
dispersion at St � 1:4ÿ 44% with the dispersion at St � 0:15� 44%: The agreement between
the experimental and numerical results is reasonable especially considering the assumptions
involved in the discrete vortex numerical model such as absolute two-dimensionality, neglection
of viscous e�ects on the carrier ¯ow and the uncertainties inherent in a complex experiment of
this type.

4. Conclusions

The experimental results shown in this work strongly support previous numerical simulations
(Tang et al., 1992) concerning particle dispersion in a plane wake. The results quantitatively
demonstrate that the extent of particle dispersion can be strongly dependent on the particle
Stokes number and that intermediate Stokes number particles �St � 1:4244%� have cross
stream dispersion levels signi®cantly greater than smaller Stokes number particles
�St � 0:15244%).
Speci®cally, the overall experimental cross-stream dispersion ratio results between

intermediate and small Stokes number particles fall into the range predicted by previous
numerical predictions (Tang et al., 1992). In addition to the quantitative particle dispersion
comparisons, qualitative comparisons of the organization and nature of the experimental
dispersion patterns also appear to closely match previous numerical simulation results.
Experimental velocity measurements of particles obtained by multi-exposure tracking

techniques demonstrate that the smaller Stokes number particles tend to follow circular

Table 1
Dispersion ratio between Stokes numbers 1.4244% and 0.15244%

Experimental Dispersion ratio

f1 average 1.47
f2 average 1.67
f3 average 1.54

Overall experimental average 1.56
Numerical result range 1.55±3.0

Y. Yang et al. / International Journal of Multiphase Flow 26 (2000) 1583±1607 1605



trajectories around the large vortex structure centers. The larger Stokes number particles,
however, tend to possess instantaneous velocity vectors with signi®cant radial components
when the particles are near the cores of the large scale vortex structures. This experimental
®nding also demonstrates the centrifuging e�ect the organized vortex structures produce in the
dispersion of intermediate size particles.
When one combines the overall results from both previous numerical and the present

experimental approaches, it becomes apparent that the plane wake ¯ow particle mixing process
can in reality result in surprisingly ordered particle dispersion patterns. The order associated
with these patterns becomes most dramatic when the particle Stokes number is of O(1).
Particles in this Stokes number range have aerodynamic response times which are too slow to
follow the small scale vortices in the ¯ow. They do, however, feel the in¯uence of the largest
scale vortices which have ¯ow time scales approximately equivalent to the particle response
time. The particles, however, have a much larger material density than the ¯uid particles
surrounding them and therefore experience a centrifuging e�ect which moves them away from
the core of the large scale vortices. As these intermediate size particles move toward the outer
boundaries of the large scale structures the curvature of the local ¯ow reduces and the particles
begin to follow the local ¯ow pathlines which circulate around the convecting large scale
vortices. If the particle response time is exactly matched to the characteristic time of the large
scale vortices numerical simulations show that eventually the outer boundaries of these vortices
become outlined by the particle positions.
Particles with Stokes numbers much less than one are able to respond to the smaller scale

¯ow patterns and therefore become essentially ¯ow tracers. The trajectories of these particles
distribute themselves throughout the large scale vortex cores. Particles with Stokes numbers
much greater than one conversely are little a�ected by the ¯ow ¯uctuations at any scales and
therefore simply move in the direction of their initial trajectories with only slight deviations.
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